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#### Abstract

We used psychophysical and functional MRI (fMRI) adaptation to examine how and where the visual configural cues underlying identification of facial ethnicity, gender, and identity are processed. We found that the cortical regions showing selectivity to these cues are distributed widely across the inferior occipital cortex, fusiform areas, and the cingulate gyrus. These regions were not colocalized with areas activated by traditional face area localizer scans. Traditional face area localizer scans isolate regions defined by stronger fMRI responses to a random series of face images than to a series of non-face images. Because these scans present a random assortment of face images, they presumably produce the strongest responses within regions containing neurons that are face-sensitive but not highly tuned for face type. These areas might be expected to show only weak selective adaptation effects. In contrast, the largest responses to our selective adaptation paradigm would be expected within areas containing more selectively tuned neurons that might be expected to show only a sparse collective response to a series of random faces. Many aspects of face processing (e.g., prosopagnosia, recognition, and configural vs. featural processing) are likely to rely heavily on regions containing high proportions of neurons that show selective tuning for faces.
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When looking at an unfamiliar face, its gender and ethnicity tend to be more salient than almost any other feature. For example, when preparing "mug books" for identification of suspects, a standard law enforcement guide advocates grouping photos of individuals that are similar in ethnicity, age, and gender, because eye-witnesses rely strongly on these facial properties (1). Similarly, for preschool children, gender is the most salient characteristic for face categorization; ethnicity and age are also salient, but the presence or absence of eyeglasses is extremely nonsalient (2).
Recently, several groups have begun using psychophysical adaptation paradigms to examine sensitivity to the facial properties that underlie ethnicity, gender (3, 4), and identity (5) in humans. For example, Webster et al. (3) recently showed that adaptation to a set of female faces biases the perception of a face that is normally gender neutral (seen as male half the time and female half the time), making it appear male. This adaptation effect is analogous to the waterfall illusion, in which adaptation to upward motion makes a stationary pattern appear to move downward $(6,7)$. These adaptation effects seem not to be entirely mediated by low-level mechanisms, because adaptation effects can transfer across both size and retinal position $(4,8)$. A similar paradigm has also been used to demonstrate the existence of mechanisms tuned for the identity of particular faces (5). Adaptation to an individual face shifts the apparent perception of subsequently presented faces along a trajectory passing through the adapting face and an "average" face. An analogous functional MRI (fMRI) experiment has demonstrated that the same neural population responds to faces whose features are morphed away from a prototypical face along a single featural axis (9).

Numerous clinical $(10,11)$ and neuroimaging (12-16) studies have associated face processing with specialized regions in the human occipital and ventral temporal extrastriate cortex. Electrophysiology recordings on the surface of human inferior extrastriate visual cortex $(17,18)$ and analogous regions of the nonhuman primate inferior temporal cortex find neuronal selectivity for faces (19), including selectivity for particular face properties, such as identity (20), expression (21), and gender (22-24). These neurons are mostly invariant to low-level properties, such as size, position and contrast (19, 25). In recent years, there has been increasing interest in investigating the selectivity of neural tuning within face processing areas $(9,26,27)$, as discussed below.
Here, we use psychophysical $(3,5)$ and fMRI adaptation (28, 29) to further examine how and where conjunctions of configural cues to ethnicity, gender and identity are processed in the human visual system. We were interested in whether cues to ethnicity, gender and identity were processed in similar regions of visual cortex, and to what extent these regions fall within cortical areas traditionally associated with face processing.

## Results

Psychophysics. The psychophysical experimental design is shown in Fig. 1a. Subjects were presented with adaptor faces (for example, male Asian and female Caucasian face images) for an initial 3-min adaptation period. Face images were presented at a rate of one face per second. An auditory beep and a change in the size of the fixation point indicated the onset of each test trial. In each test trial, we presented a test image that was a morph either between male/ female, or between Asian/Caucasian. (Morphing was carried out only along a single dimension, either gender or ethnicity, but not both.) The task of the subject was to judge the gender (male or female), or ethnicity (Asian or Caucasian) of the test image by means of a key-press. No feedback was given. Between every trial there was a 12 -s top-up adaptation period.

If there exist jointly tuned mechanisms (Fig. 1b Left) which are selective for both gender and ethnicity cues, then adaptation to a combination of male Asian and female Caucasian faces should result in male faces appearing more Caucasian, and female faces appearing more Asian. Without this joint tuning, we would not expect a net adaptation effect (Fig. 1 b Right) because male, female, Asian and Caucasian faces were presented with equal frequency
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Fig. 1. Psychophysical experimental design and predictions. (a) Subjects were adapted to a series of images that randomly alternated between MA and FC faces (shown with black solid circles) and made ethnicity discriminations on test images morphed between MA and MC, or FA and FC faces. (b Left) Dashed circles represent the mechanisms selective for both gender and ethnicity. (Right) Dashed ovals represent the mechanisms selective for either gender or ethnicity. Mechanisms predicted to be adapted by MA and FC faces are shaded in gray.
during the adaptation period. Consequently, mechanisms specifically tuned for gender or ethnicity, but not for both, would be expected to adapt uniformly, resulting in no net change in the apparent ethnicity or gender of test faces. Analogous contingent after-effects have been used extensively to examine the tuning of low-level mechanisms. For example, in the McCollough effect, adaptation to an alternating green-black horizontal grating and red-black vertical grating produces an orientation-specific adaptation effect causing horizontal gratings to appear redder and vertical gratings to appear greener (30-35).
Fig. $2 a$ shows example psychophysical data in which the subject judged the ethnicity of test images morphed between male Asian (MA) and male Caucasian (MC) both before and after adaptation to MA and female Caucasian (FC) faces. After adaptation, the male test images appear less Asian. Because the morph continuum is nonlinear, this adaptation effect was quantified along the $y$ axis, as described in Fig. 2a. We ran all possible combinations of adapting and test stimuli in a counterbalanced design.

Significant contingent adaptation effects (ANOVA, $P<0.05$ ) were found in every subject (Fig. 2b), demonstrating the efficacy of our paradigm in shifting the appearance of faces. The mean adaptation effect across subjects was $18.4 \%$. This significant


Fig. 2. Psychophysical results. (a) Example of psychometric functions before and after adaptation to FC and MA faces. The $x$ axis represents the morph continuum and the $y$ axis represents the percentage of time that the subject $(\mathrm{S} 2)$ responded that the test face appeared Asian. Data points were fit by using a cumulative normal function. Because the $x$ axis is not linear, we measured the shift in the psychometric functions due to adaptation along the $y$ axis. We interpolated to find the morph that would be seen as Asian on $50 \%$ of the trials after adaptation (Morph no. 4, black dotted line). We then interpolated to the preadaptation psychometric function (gray dotted line) to find the percentage of trials that Morph no. 4 would be seen as Asian before adaptation (79\%); this example yielded a 29\% adaptation effect. (b) Psychophysical adaptation effects for all subjects. Error bars for individual subjects are calculated across all repeats of all conditions. The error bar for the mean response is calculated across subjects. (S1, $15.61 \%$, $\mathrm{SE} \pm 2.85$; S2, 26.52\%, SE $\pm 5.64$; S3, 12.13\%, SE $\pm 2.04$; S5, 18.9\%, SE $\pm$ 3.95; S6, 18.91\%, SE $\pm 3.25$; mean, 18.41, SE $\pm 8.23$ ).
contingent adaptation effect suggests the presence of mechanisms selective for both gender and ethnicity (Fig. 1b).
fMRI. Face selective adaptation responses were measured in three conditions. In all adaptation scans, before blood oxygenation level-dependent (BOLD) signal measurement, subjects were preadapted for 3 min to an adaptor face set while lying in the scanner. Immediately after preadaptation, we measured BOLD responses using an uneven block design that alternated between presenting the adaptor set for 24 s , and the nonadapted set for 8 s .

The contingent adaptation condition was analogous to the psychophysical experiment described above. The adaptor set contained MA and FC faces; the nonadapted set contained female Asian (FA) and MC faces, or vice versa. In the individual adaptation condition, we arbitrarily assigned faces to the adaptor or nonadapted sets. In the configural adaptation condition, we adapted subjects to Asian and Caucasian hermaphrodites (morphs between males and females), and the nonadapted set consisted of Eurasian males and females (morphs between Asian and Caucasian), or vice versa.

We also carried out three traditional face area localizer conditions: (i) faces vs. houses, (ii) faces vs. cars, and (iii) faces vs. phase-scrambled faces, using a standard even block design ( 16 s on, 16 s off).

We used two predicted time courses to fit BOLD responses over time. The slow time course assumes that adaptation occurs on a relatively long time scale (several seconds or longer), and consequently in the case of adaptation scans, the neural response is dominated by the effects of the 4 -min preadaptation period and the uneven duty cycle. The slow time course, therefore, predicts larger BOLD responses to nonadapted as compared with adapted stimuli. BOLD responses to localizer conditions were fit by using a standard time course that assumes that larger BOLD responses will be found for one of the two sets of stimuli (e.g., faces or houses).

The transient time course assumes that the majority of adaptation occurs on a much more rapid time scale (a few seconds or less), and therefore predicts a transient increase in BOLD response whenever the stimulus type changes, for both adaptation and localizer conditions. Supporting information (SI) Fig. 5 shows example BOLD responses that are better described by either a slow or transient time course.

Overall, fitting responses with a slow time course produced significantly more activation (number of voxels active at $P<0.05$ ) than fitting with a transient time course $(P<0.001$; three-factor ANOVA, subject $\times$ condition $\times$ time course). This analysis suggests that a significant proportion of the adaptation in our study occurred on a time scale of several seconds or longer. Further analyses were therefore based on slow time course predictors.

Fig. 3 shows parameter maps of coherence values based on the slow time course. Activity was distributed across inferior occipital cortex (iOcc) and fusiform gyrus (FuG) areas, as well as the cingulate gyrus (CG). Coherence maps based on the transient time course showed significantly less activity. However, where activation was found with the transient time course, the location of activity was qualitatively similar to the adaptation found by using the slow time course (see SI Fig. 6)
Across all four subjects we tend to see robust activity in phase with the nonadapted face images (red/magenta) for all three adaptation conditions. As might be expected, we see little or no out-of-phase activity (green) in any of the adaptation experiments. The other two localizers (data not shown) had similar patterns of activity as the face vs. house localizer condition.

In all our adaptation sessions, we used a finite stimulus set. Consequently, in a single scanning session, subjects were exposed to a given face as many as 29 times when it was from the adapting set and as few as 2 times when it was a face from the nonadapted set. Therefore, our contingent and configural conditions pre-


Fig. 3. Coherence maps based on the slow time course. Data were spatially blurred in the 3D representation by using a Gaussian filter with a half-width at half height of 6.7 mm . Responses in phase (using the slow time course) with the nonadapted face set (adaptation conditions) or face images (localizer) are in red ( $P=0.05$ ) and magenta ( $P=0.01$ ); activity in phase with the adapted face set or house images is in green ( $P=0.05$ ). $P$ values of 0.05 and 0.01 correspond to coherence values 0.169 and 0.236 , respectively. Areas V4, FuG, and CG are circled.
sumably include significant adaptation to individual faces, as well as adaptation to gender and ethnicity cues.

Averaged across subjects, the contingent and configural condition had 2.8 and 2.7 times as many active voxels, respectively, as the individual condition. However, a single-factor ANOVA comparing the number of voxels active at a coherence threshold of $P<0.05$ (unblurred) across the three adaptation conditions fell below significance ( $P=0.07$ ). A 1-tailed paired $t$ test $(P<$ 0.05 , Bonferroni adjusted) did find fewer voxels active in the individual adaptation condition than in the contingent adaptation condition. There was no significant difference in the number of active voxels between configural and individual adaptation conditions. Nor was there a significant difference in the number of active voxels between contingent and configural conditions, suggesting that neurons do not have a bias toward being tuned along male-female and Asian-Caucasian "cardinal axes" (36).
Activated areas were defined by using a combination of Talaraich coordinates (37) and anatomical landmarks (Table 1). As would be expected, we found areas within iOcc and FuG that responded selectively to face vs. non-face stimuli in the localizer scans (38).

In adaptation conditions, we see activity close to the regions that showed activation in response to faces in localizer conditions. However, in adaptation scans we also see activity in the CG. In the contingent condition, all subjects showed significant activity within the CG; in the individual and configural conditions, three of the four subjects showed significant activity within the CG. Very little activity was found within the CG for localizer conditions. Our finding of face-selective responses with CG may have implications for the difficulties in face processing found in autism spectrum disorders (39)
The blurring carried out for Fig. 3 requires that voxels over a $6-\mathrm{mm}$ region or greater show a mean activity of at least $P=0.05$. Such clustering criteria helps to reduce false positives due to

Table 1. Areas identified as showing significant activity for each subject

| Condition | S1 | S2 | S3 | S4 |
| :--- | :--- | :--- | :--- | :--- |
| Contingent |  | iOcc | iOcc | iOcc |
|  | FuG | FuG | FuG | FuG |
| Configural | CG | CG | CG | CG |
|  | iOcc |  | iOcc | iOcc |
|  | FuG |  | FuG | FuG |
|  | CG | CG | CG | CG |
| Individual |  |  |  | iOcc | iOcc

multiple comparisons (40). However, one consequence of such clustering is that the activity is represented on a relatively coarse spatial scale.

It has recently been shown that individual voxels can show orientation selective responses that are driven by differences in selectivity across cortical distances of less than a millimeter (41, 42). However, these classification algorithms rely on analyzing responses within a predetermined region of interest (ROI). Moreover, these algorithms are susceptible to small differences in mean response between conditions, and to differences in the time course between the uneven and even block designs. Therefore, to quantify spatial overlap on a finer scale between conditions, we calculated the pair-wise cross-correlation for each voxel between coherence values (unblurred) in every possible pair of conditions. This analysis was done by using an ROI for each subject that included all voxels that showed significant activity, either in or out of phase, with the presentation of faces (blurred, $P<0.05$ ) in all adaptation and localizer conditions.

Fig. $4 a$ shows the mean correlation coefficient between each condition across all voxels averaged across subjects. A positive correlation coefficient (shown in red) indicates overlap between voxels of high coherence values between two conditions, i.e., both conditions produce similar spatial patterns of responses; negative correlations are shown in green. Fig. $4 b$ and $c$ shows the same cross-correlation analysis for activity within ventral and dorsal areas, respectively (14).

All three localizer conditions show strong mutual correlations that are presumably being driven by colocalized responses to faces across the three localizers. This correlation may be particularly strong because all three localizers were carried out within the same session, thereby minimizing differences in field distortions and misalignment across localizer scans. Responses to the contingent, configural and identity conditions were also mutually correlated, despite being run in separate sessions. This result suggests that similar areas were activated in the three adaptation conditions.

Surprisingly, responses in adaptation conditions are not particularly well correlated with responses in phase with faces in the localizer scans. Regions showing selective adaptation effects show surprisingly little spatial overlap with traditionally defined face areas. Indeed, correlations in activity between adaptation and localizer conditions were as likely to be negatively as they were likely to be positively correlated. Thus, regions showing adaptation to individuals or to gender and ethnicity show surprisingly little spatial overlap with traditionally defined face areas. This pattern of results was found in ventral as well as dorsal areas, suggesting that differences in spatial distribution exist on a relatively fine scale,


Fig. 4. Correlation coefficients between conditions, averaged across all voxels (a), ventral regions only (includes iOcc and FuG) (b), and dorsal regions only (includes CG) (c). Significance values of $P<0.05(*)$ and $P<0.01(* *)$ were determined by using a Monte Carlo simulation procedure in which we scrambled the location of voxels. Because of the large number of voxels included in the analysis, even very low correlation values can be significant. Significantly positively and negatively correlated activity is indicated by red and green asterisks, respectively.
consistent with recent findings of heterogeneity of selectivity within ventral regions using high-resolution imaging (43).

## Discussion

Face processing involves many stages: first, we recognize that a face is present; then we further classify the face or identify it as an individual that we know. It has previously been shown that within areas isolated by traditional face area localizers, there are subdivisions that differentiate between different types of face processing. For example, within the areas that respond to face localizer scans, the iOcc tends to be sensitive to the physical information present in a face, whereas the right FuG tends to be more sensitive to identity information (26). Another recent study has shown that the FuG and posterior superior temporal sulcus tend to be more sensitive to identity information, whereas information about emotion tends to be processed in a more anterior portion of the superior temporal sulcus (27). Previous studies have also found evidence for distributed networks for face processing that can fall outside traditionally defined areas $(27,44)$.

Here, we examined sensitivity to the configural cues that underlie face processing. It has previously been shown psychophysically that subjects adapt to gender, and ethnicity cues (3), as well as to individual identity (5). Here, using a slow adaptation technique, we measured adaptation to conjunctions of configural cues using both psychophysical and fMRI adaptation.

The slow adaptation paradigm used in our fMRI experiment differs significantly from those used in previous rapid event-related studies, which measure responses to a rapid change of identity (or a change along some other configural dimension) as compared with the immediate repetition of a single face $(9,26,27)$. Worryingly, it has been shown that fMRI measurements of selectivity can differ depending on whether fast or slow adaptation paradigms are used. For example, in V1 orientation-selective release from adaptation is only observed using a slow adaptation technique (45). In our study, we examined both fast and slow adaptation effects by fitting data with both transient and slow predicted time courses. We found that slow adaptation effects (over several seconds) were significantly more powerful than transient adaptation effects (occurring over a few seconds). However, where activation was found with the transient time course, the location of activity was qualitatively similar to the adaptation found on a slow time scale (see Fig. 3 and SI Fig. 6).

We find here, that the regions of cortex showing selectivity for the configural cues that identify gender, ethnicity, and identity fall within the iOcc, FuG, and CG. There was no significant difference in the extent of activation between the configural and the contingent condition, suggesting a lack of strong biases in tuning toward cardinal axes of male-female and Asian-Caucasian. Activation was
slightly stronger in configural and contingent adaptation conditions than in the individual adaptation condition, but this effect was below significance. There was no difference in the magnitude of adaptation effects between configural and contingent conditions, suggesting that adaptation is driven by configural similarities along any orientation, rather than clustering along "cardinal" dimensions of gender and ethnicity.

We expected to find adaptation effects in the FuG, because activity in response to faces is regularly observed in this area. However, the robust adaptation effects in the CG were less expected. This area has been associated much more consistently with a variety of other tasks, including error processing, selective and competitive attention, expectancy and reward (46-48). One possibility is that responses within the CG were driven by the greater "novelty" of the nonadapted faces (or some other statechange such as expectancy that might differ across even and uneven block designs). However, if this possibility were the case we might have expected to find responses within the CG to the transient time course for both adaptation and localizer conditions (assuming that the CG was sensitive to novelty changes on a relatively short time scale of a few seconds). There was no evidence supporting this possibility in our data, as shown in SI Fig. 6.

One previous study (49) has found the CG to be associated with the encoding of a variety of faces, and a second (50) found CG activity during a reverse learning paradigm that involved learning and responding to contingencies between face identity and emotional expression. Our data suggest that highly selective face sensitive neurons do exist within the CG. It is not entirely surprising that this area has seemed unresponsive in many previous studies: the traditional localizer approach is not well suited for identifying areas in which neurons are face-sensitive and highly selective in their tuning. In areas containing neurons with highly selective tuning, any given neuron would rarely (if ever) be activated when presented with a series of random faces, resulting in a weak collective fMRI response to traditional localizer scans.

Our cross-correlation technique enables examination of the spatial distribution of activity patterns on a fine-scale. Such patterns would be masked by blurring, clustering, or averaging of the fMRI response across different observers' brains $(26,27)$. We found that adaptation responses across contingent, configural and identity conditions were correlated with each other, suggesting similar spatial distributions of activity. Overall, these results are consistent with the notion that the dimensions of gender, ethnicity and identity are simply different dimensions along which facial similarity can be varied, without necessarily involving separate processing regions.

Regions showing adaptation effects were relatively uncorrelated with regions responding to faces in the localizer scans, within both
dorsal and ventral regions of cortex. The lack of spatial correlation between traditionally defined face regions and adaptation-sensitive regions is likely to be due to the insensitivity of traditional localizer scans to produce responses within areas containing highly selective neurons. Because traditional localizers present a random assortment of faces, strong responses to localizer scans will be found within areas containing very broadly tuned face-sensitive neurons. However, neurons that are very broadly tuned will respond to all faces regardless of their ethnicity or gender, and will therefore show weak or nonexistent selective adaptation effects. In contrast, as described above, very selectively tuned neurons will only show a weak collective response to a series of random faces. For many studies examining face processing (e.g., prosopagnosia, recognition, configural vs. featural processing, and the face processing deficits associated with autism spectrum disorders), regions showing selective face tuning are likely to be at least as important as those less selective regions that tend to be identified by using traditional localizer scans.

## Materials and Methods

Psychophysics. Participants. Six subjects (four females and two males; 23-29 years of age; mean age, 24.6) with normal vision gave informed consent to participate in this experiment, which was approved by The Salk Institute of Biological studies institutional review board. One subject did not show adaptation under any condition, and his data have been excluded.
Stimuli. Adapting faces were frontal-view gray-scale $(256 \times 256$ pixel) images of Asian (A), Caucasian (C), male (M), and female (F) faces of neutral-expression. Some face images were from the Ekman 1976 face set and the Cohn-Kanade AU-Coded Facial Expression Database; others were photographs of students and staff of UCSD and The Salk Institute.

Pairs of adaptor faces were used to create test morph images (MorphMan, version 4.0; STOIK Imaging, Moscow, Russia) varying across either ethnicity or gender (but not both). We used a method of constant stimuli to present the morphed images. Seven faces, evenly distributed along the morph between $100 \%$ male and $100 \%$ female, were presented an equal number of times in a random order.

Each face image was presented on a computer monitor with a spatial resolution of $1,600 \times 1,200$ at a viewing distance of 57 cm , and each face image subtended $\approx 7.1^{\circ}$ of visual angle.
Procedure. Subjects were presented with adaptor faces (for example, MA and FC face images) for an initial 3-min adaptation period at a rate of one face per second (Fig. 1a). A beep and a change in the size of the fixation point indicated the onset of every test trial. In each test trial, we presented a test image that was a morph either between male/female, or between Asian/ Caucasian. (Morphing was carried out only along a single dimension, either gender or ethnicity, but not both.) The subject judged the gender (male or female) or ethnicity (Asian or Caucasian) of the test image by means of a key-press. Between every test trial was a top-up adaptation period of 12 s . Each session contained $\approx 56$ trials. In the baseline condition, subjects performed the same task, but there was no initial adaptation period, and a fixation point on a blank screen appeared during the top-up period.

Subjects carried out six to seven baseline (no adaptation) sessions ( $\approx 364$ trials), and eight sessions of contingent adaptation, where they adapted to a conjunction of gender and ethnicity cues ( 448 trials). Two sessions were carried out on each testing day. On any given testing day the same adapting face categories were used throughout both testing sessions to maximize adaptation effects. For example, in session one, a subject might be adapted to MA and FC faces, and judge the gender of test images; in session two (same day), the subject would again be adapted to MA and FC faces, but would make an ethnicity judgement. On the next testing day, the subject would be adapted
to FA and MC faces. The order of testing sessions was randomly counterbalanced across subjects. The four testing days needed to carry out the eight contingent sessions were scheduled over a 3 -week period. It should be noted that the effect of any residual adaptation from a previous day's testing would only serve to reduce the magnitude of measured adaptation.

MRI. Participants. Four subjects (two females and two males; 23-29 years of age; mean age, 25.3) gave informed consent to participate in this experiment, which was approved by the institutional review board of The Salk Institute for Biological Studies. Each subject participated in six scanning sessions. Three of these subjects (S1-S3) also participated in the psychophysics experiment. fMRI data were acquired several weeks after the completion of the psychophysical experiment.
Stimuli. Face images were the same as the unmorphed faces used for adaptation in the psychophysical experiment. There were 11 exemplars of each face type, and images were again presented at a rate of 1 s per image (similar to the psychophysical experiment). Object images included 22 exemplars each of cars, houses, and phase-scrambled faces. The images subtended $\approx 6.7^{\circ}$ of visual angle (as compared with $7.1^{\circ}$ of visual angle in the psychophysical experiment).
Apparatus. Functional imaging was conducted at the Center for Functional Magnetic Resonance Imaging at the University of California, San Diego (UCSD). A GE 3T scanner system and standard eight-channel head coil was used to collect the functional data; a Siemens 1.5 T scanner was used to collect an anatomical reference volume, which was used to align functional data across multiple scanning sessions by using standard alignment techniques (51). See SI Methods.

In all sessions, subjects lay in a supine position stabilized by a bite bar, which was fastened to the magnetic resonance table. In functional scans, visual stimuli were projected from a computer laptop by an NEC projector onto a screen near the subject's head. Subjects viewed the reflected stimuli on an angled mirror fixed above the eyes.
Adaptation scans. Only one scanning session (one condition) was conducted in a day, to avoid subject fatigue and minimize carry-over adaptation across sessions. The effect of any residual adaptation remaining from adaptation on a previous day would simply serve to reduce the magnitude of measured adaptation.

Before BOLD signal measurement, subjects were preadapted for 4 min to faces from the adaptor set, while lying in the scanner. We then immediately measured BOLD responses using an uneven block design, which alternated between the adaptor set ( 24 s ) and the nonadapted set ( 8 s ). This procedure was repeated for six and a half cycles for a total scan time of 208 s . The first half cycle was discarded to avoid magnetic saturation effects; thus, analyzed data consisted of six cycles. The transition between preadaptation and measurement was invisible to the observer, except for a change in scanner noise.

Contingent adaptation. We carried out two sessions, each consisting of six repeated scans, to measure contingent adaptation to a combination of gender and ethnicity cues. In one session, the adaptor set consisted of MA and FC faces, and the nonadapted set consisted of FA and MC faces. In the second session (carried out on a different day), the faces in the adaptor set would consist of MC and FA faces, and the nonadapted faces would consist of MA and FC faces. The order of these sessions was randomly counterbalanced across subjects, and the order in which face images were presented was randomized both within and across scans. In total, we obtained 48 contingent condition scans (two sessions $\times$ six repetitions $\times$ four subjects).

Individual adaptation. To measure adaptation to individual faces, we arbitrarily assigned each face to either the adaptor or nonadaptor set. The same adapting set was used throughout a given session to maximize adaptation effects. This condition was equiv-
alent to the identity specific adaptation demonstrated psychophysically by Leopold et al. (ref. 5; also see ref. 9). In total, we obtained 24 individual condition scans (six repetitions $\times$ four subjects).

Configural adaptation. To test the extent to which any adaptation observed in the contingent condition was due to general configural similarities within faces, we adapted three of our four subjects to Asian and Caucasian hermaphrodites (morphs between males and females) and measured adaptation effects for Eurasian males and females (morphs between Asian and Caucasian), and vice versa. If mechanisms are preferentially tuned along the cardinal directions of $\mathrm{M} / \mathrm{F}$, and $\mathrm{A} / \mathrm{C}$, then, analogous to experiments that have been carried out examining chromatic tuning (52), we would expect to see weaker effects when adapting "off-axis."

We carried out two scanning sessions, each consisting of six repeated scans. In one session, the adaptor set contained male Eurasian and female Eurasian faces, and the nonadapted set consisted of hermaphrodite Caucasian and hermaphrodite Asian faces. In the second session (carried out on a different day), the adaptor set was hermaphrodite Caucasian and Asian face images, and the nonadapted set consisted of male and female Eurasian faces. The order of sessions was randomly counterbalanced across subjects. In total, we obtained 48 scans for the configural condition (two sessions $\times$ six repetitions $\times$ four subjects).
Faces vs. non-face localizer scans. We ran the following three localizers: (i) faces vs. houses, (ii) faces vs. cars, and (iii) faces vs. phase-scrambled faces. We used an even-block design that alternated between a variety of faces for 16 s , and, for example, a variety of car images for 16 s ; this cycle was repeated six and a half times, for a total of 208 s of scan time. Analyzed data consisted of six cycles because the first half cycle was discarded to avoid magnetic saturation effects. Each localizer was run twice for a total of 12 scans per localizer condition. All six localizer scans were completed in a single session. In total, we obtained
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